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Microsolvation of Protonated Methane: Structures and Energetics of CHs™(Hb),
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Effects of microsolvating CHs™ with up to four H, molecules have been investigated in terms of structures
and energies. For the smaller complexes, benchmark calculations have been carried out using MP2 and
CCSD(T) with basis sets up to aug-cc-pV5Z quality and energies have been extrapolated to the infinite basis
set limit. It is found that MP2 calculations using the aug-cc-pVQZ basis set or better yield robust reference
data for both structures and energies. More than 30 stationary points including minima and first-order as well
as second-order stationary points have been characterized by this method and are discussed in terms of solvation
motifs. Finally, the performance of several density functionals has been assessed for this very demanding
case. Popular GGA functionals such as BLYP and PBE fail, whereas the TPSS meta-GGA functional captures
many structural and energetic aspects of microsolvation satisfactorily.

1. Introduction

Protonated methane, CHs™, has been investigated intensively
using a host of different experimental and theoretical techniques
ever since its reported discovery.! A recent review on this
interesting molecule is provided in the Introduction of ref 2
where many references to earlier work are collected. The interest
in this rather small and, at first glance, seemingly simple
molecule is stimulated by various reasons: CHs* is the smallest
example of nonclassical carbonium ions featuring unusual
multicenter bonding situations due to hypercoordination,>™ it
is an important reactive intermediate encountered in superacid
chemistry,® and, last but not least, it plays an important role in
astrochemistry.”™ After the report of the first high-resolution
infrared spectrum!%!! of the C—H band in 1999 only, a more
recent milestone'? was the recording and assignment of the first
broadband infrared spectrum?!3 of bare CHs™, followed by a
jet-cooled spectrum!* of the C—H stretch region.

Moreover, as a particular challenge to theory, the potential
energy surface (PES) of CHs™ turns out to be extremely shallow.
As a result, CHs" was predicted a long time ago,'® based on
early coupled-cluster-like calculations, to exhibit small isomer-
ization barriers such that “one can conclude that at room
temperature all the protons are dynamically equivalent”.!> This
intriguing phenomenon was later dubbed “hydrogen scram-
bling”, “floppiness”, or “fluxionality” in the literature. Therefore
CHs* might be considered to be the smallest, but still quite
difficult, representative of a whole class of fluxional molecules
that exhibit large-amplitude motion. About 20 years later,
supportive evidence for this conjecture!® was given based on
more extensive surveys'®~!® using static quantum-chemical
calculations leading, finally, to converged relative energies and
isomerization barriers provided in ref 19. At about the same
time, fluxionality, hydrogen scrambling, and dynamical three-
center bonding were indeed demonstrated explicitly using ab
initio path integral simulations at finite temperatures and could
be traced back to quantum-mechanical motion.?2! These
essential findings, including the interesting consequences of
scrambling on site occupations of its isotopologues as reported
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for the first time in the Response'! to a Comment, have been
confirmed by several different groups using various techniques.?> 3!

Although CH;s™ itself has been intensively investigated and
is now essentially understood, much less attention has been paid
to its microsolvated species, CHs"(X),, using initially methane,’>3
X = CHg and later molecular hydrogen,34=37
X = Hj, as solvent molecules. Such experiments can be
particularly revealing since molecules, which are weakly bound
to the CHs™ core, are certainly expected to at least perturb the
scrambling dynamics. Although the influence of such additional
solvating molecules is not yet fully clarified, there is an
interesting piece of evidence reported that solvation by as few
as three hydrogen molecules slows down scrambling consider-
ably or even stops it completely.>>~37 However, the issue of
slowing down versus fully freezing scrambling as a result of
solvation is far from being resolved. But when it comes to
calculations of such experimentally investigated microsolvation
complexes, there is only very scarce information available.3¢-38~40

In this article, we investigate systematically the structural and
energetic consequences of microsolvating bare protonated
methane, CHs™, by several (n = 1, ..., 4) H, molecules. After a
brief summary of the computational methods in section 2, we
focus first on the simplest case, CHs*(H,), in section 3. The
goal is not only to compare to available data but also to
benchmark a low-cost quantum-chemical method, MP2, with
different basis sets with respect to much more demanding high-
quality coupled cluster calculations. This allows us to judge the
ability of MP2 in conjunction with a finite basis set to describe
the interaction of H, with the bare CHs' core properly. In
addition, the performance of popular density functionals of the
GGA (generalized gradient approximation) and meta-GGA types
is analyzed in detail with respect to this reference quantum-
chemical data. As it turns out, the GGA-type functionals used
fail to describe CHs' microsolvation of even by only one H,
molecule, whereas a meta-GGA functional reproduces the
reference data quite well. Finally, the economical but still
reliable MP2 and meta-GGA electronic structure methods are
used for computing structures and energetic properties of larger
solvation complexes, CHs*(H,), with n up to 4. An extensive
set of their isomers is reported and discussed in section 4
followed by a brief summary in section 5.
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2. Computational Details

We performed the wave-function-based calculations using RI-
MP2 (resolution of identity Mgller—Plesset second-order per-
turbation theory) as implemented in the Turbomole program
package*! together with the frozen-core approximation. Since
it is well known that diffuse functions are crucial for the
description of weakly bound complexes, we used the augmented
correlation-consistent basis sets of Dunning,*? in particular aug-
cc-pVXZ where X = D, T, Q, and 5. The coupled cluster
computations, CCSD and CCSD(T), were carried out using the
Dalton program package** again within the frozen-core ap-
proximation together with aug-cc-pVXZ basis sets, where X =
D, T, and Q.

In addition, basis set extrapolation of MP2 total energies and
thus of the resulting binding energies was performed using the
MP2/aug-cc-pVQZ and MP2/aug-cc-pV5Z data based on the
formula
43EQc0rr _ 53E5corr

-5
according to the procedure outlined in ref 44. Here, EsHF is the
Hartree—Fock reference energy computed with the quintuple
zeta basis set, aug-cc-pVS5Z, and Eq®" and Es*" are the
quadruple and quintuple correlation energies, respectively,
obtained from the RI-MP2 calculations. Note that these basis-
set-extrapolated energies, Eqs, will be denoted as MP2/aug-cc-
pV(QS5)Z energies further down according to the general
nomenclature MP2/aug-cc-pVXZ.

In addition to quantifying thereby the basis set incompleteness
error (BSIE) by approximate extrapolation to the complete basis
set (CBS) limit, the basis set superposition error (BSSE) was
assessed for a given basis set size. Since the BSSE might be
especially significant for weakly bound complexes in conjunc-
tion with truly flat PESs (see, e.g., ref 45), the standard
counterpoise correction procedure*® was applied for several
selected n = 1 and n = 2 clusters.

The density functional theory (DFT) computations were
carried out by means of the CPMD program package*’ using
pseudopotentials. In our previous DFT computations and ab
initio (path integral and classical) simulations of bare CHs™,
see, e.g., refs 2, 13, 20, and 21, we had found that combining
LDA* with Becke’s gradient correction to exchange,* from
now on referred to as LDA+B, yields a good representation of
the PES in terms of structures, relative energies of stationary
points, isomerization barriers, and harmonic frequencies.?
However, as it turned out in the course of the present
investigation, this generalized gradient approximation (GGA)
functional fails to describe the rather weak interaction of CHs™
with H, molecules. Therefore we systematically studied the
performance of other density functionals, without aiming at a
comprehensive survey at this point. We chose two widely used
GGA-type functionals, namely, BLYP*-% and PBE>! as well
as the meta-GGA functional TPSS>? which includes the local
kinetic energy density in addition to the local density and its
gradient. The DFT calculations of CHs"(H,), CHs"(H>),, and
bare CHs™, were carried out in a cubic box with an edge length
of 25 au, whereas a 30 au box was used for the larger complexes.
We have used a plane wave cutoff of 85 Ry together with norm-
conserving pseudopotentials throughout. Troullier—Martins
pseudopotentials>® have been used for BLYP and PBE whereas
Giannozzi pseudopotentials (unpublished, but see refs 2, 13,
20, and 21) have been used together with LDA+B and TPSS.
The box sizes and the cutoff were confirmed to yield converged
binding energies and structural properties.

Eos=ES" +

Qs (D
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3. Benchmarking the Methods: CHs"(H,)

The goal of this section is to reliably determine the structural
and energetic properties of the smallest possible complex,
CHs*(H,), to compare the MP2 results to more reliable CCSD
and CCSD(T) data, and to check to what extent GGA and meta-
GGA type density functionals capture the rather weak inter-
molecular interactions within the CHs*(H,),, complex.

3.1. Structures. Altogether 45 initial configurations of the
H, molecule covering the whole space around the CHs™ core
(taking symmetry into account) were used for structure opti-
mization. As it is well-known that MP2 is able to describe
structures of such weakly bound complexes quite well,>*>> we
used this method to perform structure relaxations. All optimiza-
tions were started using the economical aug-cc-pVTZ basis,
whereas the final refinement of structures was carried out with
the aug-cc-pV5Z basis set. As a result of this search, four
minima, seven first-order stationary (saddle) points, and four
second-order stationary points on the PES as presented in Figure
1 were finally found as confirmed by stability analysis; note
that this search is by no means comprehensive but should only
serve to provide us with a reasonable database for benchmarking.
The global minimum of bare CHs" has C, symmetry which
remains true for the solvated case as well (see structure 6 in
Figure 1). Note that there exist two C; stationary points (see
for instance ref 2), the eclipsed one being the global minimum
whereas the staggered C; structure is a saddle point to internal
rotation which lies only about 0.1 kcal/mol above the global
minimum.'® In the present investigation we focused on eclipsed
conformations. Therefore, there is one symmetry plane oy, which
contains three hydrogen atoms H®, H®, and H®, where we
number the five hydrogen atoms in the CHs™ core and refer to
atoms in the solvating H, molecule(s) by latin letters as indicated
in Figure 1. H® and H®, which are about 1 A apart from each
other, form what is traditionally referred to as the “moiety” and
together with carbon they participate in a three-center two-
electron bond.2! Atoms H®, H®, and H® constitute with the
carbon the so-called “tripod”; note that the charge state of
these conceptual fragments is obviously not specified hereby.
The hydrogen atoms of the tripod are now classified relative to
the symmetry plane oy. Thus, H® is called “in-plane”, while
H® and H® are referred to as “out-of-plane”. Note that
hydrogen atoms in the moiety also differ: H? is considered to
be “inside” the moiety, since it is placed between H® (the
“outside” atom in the moiety) and the in-plane hydrogen H®.

On the basis of such a core structure, several motifs to attach
solvating H, molecules can be imagined. Clearly, there exist
several expected sites which can be occupied by H,, namely, it
can be attached to one of the five hydrogen atoms and it is
conceivable that it is attached simultaneously to two hydrogens
of the moiety or under the tripod. Furthermore, at each individual
site, the hydrogen molecule can be oriented perpendicular to
the symmetry plane oy, it can be parallel to it, or it can be aligned
along a C—H® axis where H® is one of the five hydrogen
atoms of the CHs™ core. Using our search protocol, we have
first of all reproduced all structures discussed in ref 39, i.e.,
structures 1, 2, 4, 6—9, 11, 14, and 15, without specifying them
explicitly. In addition we found several interesting new struc-
tures, namely, structures 3, 5, 10, 12, and 13. As expected, we
observed that the relaxation procedure is very sensitive with
respect to the initial conditions. We group most of the structures
according to the sites occupied by the attached H, molecule as
explained above. In particular, in structures 1—3 the molecule
is attached to HV in all three possible orientations. However,
normal mode analysis shows that only structure 1, in which the
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Figure 1. Stationary points of the CHs"(H,) complex. The values in parentheses following the number of the structure denote the number of
imaginary frequencies; structure 6 corresponds to the global minimum. Note: the lines are not intended to denote chemical bonds but only to guide

the eye.

H, molecule is perpendicular to the symmetry plane, is a
minimum. That turns out to be a rather general rule: perpen-
dicular orientation of the hydrogen molecule to the symmetry
plane often leads to a minimum; see structures 1, 6, 9, and 12.

Structure 2 is a saddle point, which is the transition state for
the rotation of Hp, and structure 3 is a second-order stationary
point. In addition, the three orientations akin to structures 1—3
for H are found for H® as well; see structures 6—8. In
structures 4 and 5, the hydrogen molecule is attached to the
moiety either perpendicular to the mirror plane or parallel to it,
respectively.

Structure 4 is the transition state between the two minima
structures 1 and 6 associated with the outside and inside moiety
hydrogen atoms, whereas structure 5 is a second-order stationary
point. Note that a possible third orientation, where H; is attached
to the moiety in the plane but pointing perpendicular to the
HDO—H® axis, was not observed. In structures 9 and 10 the
hydrogen molecule is attached to the in-plane atom H® and is
either perpendicularly or parallelly oriented with respect to the
symmetry plane. Again, the perpendicular orientation is a
minimum and the parallel orientation is a saddle point. Note
that the orientation of structures 9 and 11 is identical, but in
structure 11 the angle between the C—H® and the intermolecular
H; bond differs from structure 9. Thus structure 11 is probably
the transition state between structures 9 and 6. Finally, we found
structures 12 and 13, where the H, molecule is located under
the tripod, roughly perpendicular to its pseudo-C® axis. Again,
perpendicular orientation to the symmetry plane yields a
minimum (structure 12), while parallel orientation (structure 13)

corresponds to the rotational transition state. It is worth noting
that we could not stabilize minima where the molecule is
attached to the CHs" core via the out-of-plane hydrogens, H®
or H®. For such starting structures, optimization always resulted
in a moiety rotation and ended up with structure 9 or 11.
However, it might well be that such minima exist as well but
that they escaped our simple protocol of searching the PES.

In addition to these minima, we tried to find possible transition
states for the hydrogen scrambling within the CHs" core itself
in the presence of one solvating hydrogen molecule. Two
putative candidates are structures 14 and 15 both featuring C,,
symmetry. However, vibrational analysis shows that only
structure 14 is a true transition state for scrambling in 6 whereas
structure 15 is again a second-order stationary point and seems
to exhibit a scrambling event with respect to transition state 7.
Concluding this part, we found a set of well-defined structures
that represent both minima and stationary points and display
furthermore a large variety of qualitatively different solvation
motifs. This structural database should be sufficient in order to
scrutinize practical electronic structure methods with respect
to accurate energies from coupled cluster calculations, which
are too demanding to be carried out systematically for larger
systems in particular when it comes to structure search and
optimization.

3.2. Energetics. Before we proceed to analyze the relative
stabilities of these 15 stationary points which characterize
important parts of the 18-dimensional PES of CHs"(H,), we
examine the accuracy of the MP2 approximation first. For this
purpose, we compare the binding energies to coupled cluster
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Figure 2. Binding energies of structure 6 (upper graph) and structure
9 (lower graph) for the CHs™(H,) complex with respect to basis set
computed using various methods. “MP2” data (solid lines) are fully
optimized using the reported basis set, “CCSD//MP2/aug-cc-pV5Z” and
“CCSD(T)//MP2/aug-cc-pV5Z” data (dotted and dashed lines/open
squares, respectively) are single point calculations based on the
optimized MP2/aug-cc-pV5Z structures, “CCSD(T)” data at the aug-
cc-pVTZ basis (filled circles) correspond to full optimization using this
basis set and method, and “MP2 - counterpoise corrected” data
(diamonds) are counterpoise corrected (see text) using the reported basis
set.

results for two representative structures: the global minimum
which is structure 6 and the weaker bound complex 9; see Figure
1. Single-point calculations were carried out with CCSD and
CCSD(T) to obtain the energy as a function of basis set size
using the optimized MP2/aug-cc-pV5Z structures. Binding
energies were then computed as usual from AE = E(CHs™(Hy))
— E(CHs™) — E(H,) with respect to the isolated fragments CHs™
and H», which were separately optimized using the same setup
as for CH5"(Hy). The results of these systematic studies are
summarized in Figure 2 where we compare the MP2 data to
the coupled cluster data. Furthermore, using the same figure
one can assess the convergence with respect to the basis set
size. The basis set limit is approximated by the extrapolation
(Q5) given in eq 1. Full structure optimization was also carried
out at the CCSD(T) level for structures 6 and 9 using the
medium-sized aug-cc-pVTZ basis set in order to check the
influence of relaxation on the binding energy.

Several crucial insights can be gained from these tests. First,
the aug-cc-pVDZ basis set turns out to be too small to produce
binding energies of acceptable quality. The counterpoise-
corrected binding energies for the aug-cc-pVDZ basis set are
noticeably closer to the aug-cc-pV(Q5)Z CBS values compared
to the uncorrected values subject to BSSE, but still these relative
energies are unsatisfactory in view of a sizable BSIE; see Figure
2. But already the aug-cc-pVTZ basis set improves the results
considerably and yields much smaller differences in binding
energies for both structures with reference to the (Q5) extrapo-
lated CBS limit. Still, the BSIE is noticeable when comparing
the counterpoise corrected aug-cc-pVTZ data to the (QS5)
extrapolated binding energies, whereas the BSIE becomes
negligible for larger basis sets in view of the convergence of
the BSSE corrected aug-cc-pVQZ and aug-cc-pV5Z values. In
the latter cases the BSSE amounts to only 2% and 1%,
respectively, to the CBS data; see Figure 2. This suggests that
error compensation of BSSE and BSIE works effectively using
these basis sets in the particular bond strength regime that is
relevant to the system of interest. We thus conclude that basis
sets of aug-cc-pVQZ or higher quality are suitable for a proper
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TABLE 1: Binding Energies in kcal/mol for Structures
1—15 of Figure 1 Computed with MP2/aug-cc-pV5Z
1 2 3 4 5
binding energy =~ —3.34  —3.25 —-0.50 —2.64 242

6 7 8 9 10
binding energy ~ —3.69 —3.47 —0.61 -192 —1.84

11 12 13 14 15
binding energy =~ —1.85 —1.21 -1.19 —-3.29 —3.04

description of the energetics of these systems by means of the
MP2 method.

Second, the CCSD(T) binding energies turn out to be quite
close to the MP2 data independently from the basis set choice,
whereas CCSD data seem to systematically underestimate
binding energies by about 0.2 kcal/mol. Finally, it seems that
single-point CCSD(T) computations based on the MP2-
optimized structures mentioned above yield results that are
already fairly close to the ones obtained by fully relaxed
CCSD(T) calculations as checked by using the aug-cc-pVTZ
basis. Hence, we conclude that fully relaxed MP2/aug-cc-pVQZ
or MP2/aug-cc-pV5Z data can safely serve us as reference
values to investigate all isomers and to assess other electronic
structure methods. The MP2/aug-cc-pV5Z method has therefore
been used to compute the binding energies of all structures
collected in Figure 1; see Table 1. It turns out that the H,
molecule prefers to be attached to the moiety atoms instead of
those in the tripod. Indeed, the hydrogen molecule attached to
H® yields the global minimum structure 6 (—3.69 kcal/mol),
which is qualitatively consistent with the conclusions drawn in
ref 39. The binding energy of the local minimum given by
structure 1 where the solvating hydrogen molecule is attached
to the other site of the moiety (H(") is approximately only 0.3
kcal/mol higher in energy than the global minimum. The H,
molecule solvating H®), see structure 9, turns out to be bound
weaker by nearly a factor of 2 compared to the global minimum.
And finally the last minimum observed where H» solvates the
tripod from below, i.e., structure 12, features the weakest binding
within the ensemble of generated minima, its binding energy
being just —1.21 kcal/mol.

As we already pointed out previously, all minimum structures
have the hydrogen molecule attached perpendicularly to the
symmetry plane. Orientations parallel to the symmetry plane
(namely, structures 2, 7, 10, and 13) yield rotational transition
states which are only a few percent higher in energy than the
corresponding minima as expected. Structure 4 is the transition
state between isomers 1 and 6, and structure 15 can be
considered as the rotational transition state on top of the
scrambling transition state (structure 14). The rotational transi-
tion state for structure 11, which itself is the transition between
structures 9 and 6, has not been found. Interestingly, the saddle
point structure 11 has nearly the same energy as the minimum
structure 9.

Another interesting finding is that the binding energy of H,
in the transition state structure of CHs™(H,), 14, is only about
0.39 kcal/mol higher than the one of the global minimum 6.
This should be compared to the scrambling barrier in bare CHs™,
namely, the energy difference between its eclipsed C; minimum
and the corresponding C,, transition state, where we find 0.53
kcal/mol using the same method and basis set, i.e., MP2/aug-
cc-pV5Z (see data collected in Table 2). Note that the CCSD(T)
value for the scrambling barrier within CHs"(H,) (obtained as
the energy difference between structure 14 and 6 using
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TABLE 2: Binding Energies of CHs"(H,) in kcal/mol for
Structures 6, 9, and 12 in Figure 1 Computed with MP2,
CCSD(T), HF, and DFT Using Different GGA Functionals
(LDA+B, BLYP, PBE) and One meta-GGA Functional

Witt et al.

TABLE 3: Important Structural Parameters of CHs™(H,),
Structures 6, 9, and 12, Computed with Different Electronic

Structure Methods As Explained in Table 2

d(C—H@W/
(TPSS)* structure/  C—H®) d(H@— d (moiety) angle angle
scrambling barrier in method  (A)  H®) A) (A) HY-C-H® H®-C-H®

method 6 9 12 CHs* CHs*(Ha) 6/MP2 3.04/3.04 074 0.99 49.6 743
6/CCSD(T) 3.06/3.06 0.75 0.96 47.5 76.1

MP2 -3.69 -—-192 —121 0.53 0.39 6/LDA+B  3.053.07  0.75 0.98 48.3 76.6
CCSD(T) —3.68 —1.83 —1.23 0.88 0.69 6/PBE 3.00/3.00  0.76 1.16 59.1 68.4
HF —1.83 —0.30 —0.65 2.35 1.96 6/BLYP 3.02/3.04 0.76 1.04 51.5 74.7
LDA+B —2.48 —0.94 —0.29 0.64 0.51 6/TPSS 3.04/3.05 0.76 1.00 49.7 75.3
PBE 487~ LB 000 -0 oSO 3227 073 091 40 763
BLYP 369 179 —0.56 0.25 0.16 9LDA+B 328322  0.74 1.01 525 75.8
TPSS —427 —-193 —-0.97 0.58 0.35 9/PBE _ _ = = =
“The coupled cluster results are CCSD(T)/aug-cc-pVTZ//MP2/ gﬁ]}:;{sp 253;;%2 8;2 }(1)(; g?% ;ig
aug-cc-pVS5Z data whereas all other results are based on fully 12/MP2 309/3.00 074 097 486 762
optimized structures using the given method. The scrambling 12/LDA+B 3.10/3.17  0.74 0.96 472 785
barriers of bare CHs* and CHs"(H,) (defined as the energy 12/PBE 3.13/3.18 076 1.15 59.3 69.5
difference between structures 6 and 14) are reported using the same 12/BLYP  3.11/3.14 075 1.01 50.2 76.6
methods. 12/TPSS 3.10/3.20 0.74 0.97 479 77.6

CCSD(T)/aug-cc-pVTZ//MP2/aug-cc-pV5Z data) is 0.69 kcal/
mol whereas it is 0.88 kcal/mol for bare CHs™ using the same
method. This shows that MP2 underestimates the scrambling
barrier somewhat but in a seemingly systematic manner thereby
reproducing the CCSD(T) trend. Thus, surprisingly, the pos-
sibility exists that attaching one H, molecule might enhance
hydrogen scrambling in the CHs* core by decreasing the relative
energy of the corresponding saddle point by about 0.2 kcal/
mol as a result of microsolvation. However, it is unclear at this
level of theory how the modified scrambling energetics would
influence the scrambling dynamics within CHs™(H,). Taken
together, the analysis of minima and saddle points substantiates
the point that CHs"(H,) produces a rich and flat PES featuring
not only low-lying transition states delineating possible scram-
bling pathways but also several energetically preferred detach-
ment channels, CHs"(H,) — CHs" + Ho.

3.3. Assessing Density Functionals. In the previous section
we already demonstrated that MP2/aug-cc-pV5Z as well as
MP2/aug-cc-pVQZ calculations provide reliable reference values
for structural and energetic properties of CHs"(H,). At this stage
we are in a position to compare the performance of various
density functionals with respect to these reference values. Since
we are interested in microsolvation and its possible impact on
the scrambling dynamics, we rate the “quality” of a given
functional based on three important criteria, namely, the ability
to reproduce structures, binding energies, and scrambling
barriers. The latter are obtained for CHs* and CHs"(H>) in terms
of the energy difference between the C; and Cy, structures. Here
we have chosen to test functionals on the structures 6, 9, and
12 as shown in Figure 1, since they represent more and less
strongly bound complexes, respectively. On the basis of the data
shown in Table 2, one again sees that the MP2 binding energies
are close to the CCSD(T) results and that MP2 consistently
underestimates scrambling barriers both for bare CHs* and for
the CHs*(H,) complex by about 0.3 kcal/mol. The barrier in
bare CHs' is determined to be 0.82 kcal/mol based on
CCSD(T)-R12 data where a large basis set was used and the
best estimate is 0.8 kcal/mol according to ref 19. We note that
our CCSD(T) value listed in Table 2 is close to this result. We
want to point out that the Hartree—Fock (HF) binding energies
are much too low whereas the scrambling barriers are far too
high, which renders this very economical method useless for
this problem. Clearly, the best values for the scrambling barrier
of bare CHs™ using DFT are obtained with LDA+B, as

employed in several earlier dynamical simulation studies.>!3-2021
However, we observe that the LDA+B functional underesti-
mates binding energies for all complexes under consideration.
This effect is especially pronounced for the weakly bound
microsolvation complex 12. BLYP on the other hand yields
nearly perfect results for the global minimum and the intermedi-
ate structure. However, the energy of the weakly bound complex
is underestimated by a factor of 2. Unfortunately BLYP cannot
reproduce both scrambling barriers properly: they are dramati-
cally underestimated. PBE even fails to find structure 9, since
optimization led to structure 1 in Figure 1. The energy of the
global minimum is overestimated in this case, while the result
for the weakly bound complex is acceptable. However, PBE
shows no scrambling barrier at all since the corresponding
energy is negative. Consequently, PBE is not a functional of
choice for the systems studied here. The TPSS meta-GGA
functional overestimates the stability of the global minimum
somewhat, whereas the energies for the other two structures
are decent and scrambling barriers are of MP2 quality even in
the microsolvated CHs*(H,) complex.

Finally, we compare structural properties for the chosen
structures using all functionals with the MP2/cc-aug-pV5Z
reference data; the CCSD(T)/cc-aug-pVTZ structures 6 and 9
are included in order to demonstrate how close they are to the
MP2 structures. The data compiled in Table 3 shows that nearly
all density functionals are able to reproduce the MP2 structures
of CHs'(H,) quite well, with the noticeable exception of the
PBE functional. With PBE, both the HV—H® distance in the
moiety and the moiety angle (HV—C—H®) in structures 6 and
12 are unacceptably large.

With this detailed comparison we have shown that despite
being best to reproduce scrambling barriers in both bare and
microsolvated CHs™, LDA+B cannot be used to study micro-
solvation since the binding energies it yields are unacceptably
low. BLYP underestimates the scrambling barriers considerably,
whereas PBE fails to provide correct structures. The TPSS meta-
GGA functional on the other hand leads to acceptable binding
energies as well as structures of CHs™(Hy) and scrambling
barrier of the CHs™ core. Its only deficiency is that it somewhat
underestimates the scrambling barrier for CHs*(H,). However,
TPSS still reproduces the important trend that the scrambling
barrier of the CHs™(H) complex is lower than that in the bare
species. Thus, we are left with the conclusion that TPSS is the
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only functional within the studied set that closely satisfies all
three of the aforementioned quality criteria.

4. Assessing Microsolvation Effects: CHs™(Hy),

4.1. The Smallest Case: CHs"(H;),. On the basis of this
rather comprehensive investigation of CHs"(H,) we have
demonstrated that MP2/cc-aug-pV5Z data can be used to
produce reliable structures and energies. One could argue that
this will also hold for larger complexes since we expect to find
H, molecules at approximately the same sites as in CHs*(H»)
while H,* + *H, interactions in CHs"(H,), should be fairly
weak. Since the latter point might be questioned in view of the
overall weak interactions that govern the structures of these
microsolvated complexes, we again used single-point CCSD(T)
calculations to compare explicitly to the MP2 binding energies
of CHs"(H,),. These calculations should serve as reference data
to double check the conjecture that MP2 also describes such
larger complexes properly. We constructed structures for the
complex CHs"(H,), in two fashions: either we combined minima
of the CHs"(H,) complex or we used the same procedure as
mentioned in the previous section to obtain new minima. Once
we reached a stationary point on the PES, we performed
vibrational analysis to check whether this stationary point is a
minimum, a transition state or a higher-order stationary point.
The convergence with respect to the basis set was done
following the same protocol as was established for CHs™(H,).
Again, the BSSE was estimated to be approximately 2% and at
most 1% of the binding energies for an aug-cc-pVQZ and an
aug-cc-pV5Z basis set, respectively. This indicates that the
BSSE, indeed, can be neglected when using these basis sets
together with the MP2 approximation on the binding energy
scale that is relevant to microsolvation of CHs*. We show a
representative set of all so far obtained stable isomers in Figure
3; again we note that this is by far not a comprehensive survey.
As before, typically more than one initial structure resulted in
the same optimized structure. Most of the minima found can
be constructed by a combination of two known minima of
CH5"(H,). Indeed, structures 1 and 2 from Figure 3 can be
considered as combinations of structures 1 and 6 and structures
6 and 9 from Figure 1, respectively. Analogously, structures 3
and 5 from Figure 3 can be constructed out of structures 1 and
9 and 6 and 13 of CHs'(H,), respectively. Although the
CHs"(H,) complex 13 is not a minimum, but a rotational
transition state, it nevertheless contributed to the stable structure
in CHs™(Hy),. The two structures 4 and 6 are interesting because
new positions are occupied there by the solvating H, molecules.
In these structures the two hydrogen molecules are found to be
attached to one (4) or to both (6) of the two out-of-plane
hydrogen sites, H® and H®, which is a motif that was not stable
in the CHs"(H,) case. This might indicate that the moiety
rotation observed in the case of CHs"(H,) is hindered in the
presence of an additional hydrogen molecule, i.e., that this is a
steric effect.

Clearly, the PES is even more complicated in this case and
additional structural motifs are found. It is expected that many
more minima could be located, which is however not the
purpose of this study. In Table 4 we present the binding energies
obtained as the total energy difference of the complex with
respect to all fully relaxed fragments, i.e., AE = E(CHs"(Hy),)
— E(CHs5") — nE(Hy), n = 2. Again, we used various methods
to obtain these binding energies, namely, HF, MP2, CCSD(T),
and DFT with all considered functionals (LDA+B, BLYP, PBE,
and TPSS). First of all, the MP2 binding energies are fully
verified by the CCSD(T) numbers as conjectured. The second
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Figure 3. Energetic minima of the CHs"(H,), complex. Note: the lines
are not intended to denote chemical bonds but only to guide the eye.

TABLE 4: Binding Energies of CHs"(H,), in kcal/mol
Computed with MP2/aug-cc-pV5Z in Comparison to
CCSD(T)/aug-cc-pVTZ//MP2/aug-cc-pVQZ and DFT
Functionals

method 1 2 3 4 5 6
MP2 —6.71 =552 =504 —499 —480 271
CCSD(T) —6.85 —550 —5.16 —507 —4.88 —2.85
HF —3.60 —2.06 —248 —245 —243 —124
LDA+B —435 —333 —3.10 —-3.01 —-266 —1.18
PBE —8.33 - —6.50 —636 —5.87 —3.28
BLYP —629 =512 —477 —460 —4.12 —2.02
TPSS —746 —599 =557 =550 =514 —2.64

observation is that HF underestimates all binding energies
dramatically thus confirming its failure already found for
CHs"(H»). Moreover, the trend of relative stabilities is not
reproduced by HF, namely, structure 2 is less stable than
structures 3—5 which in fact should be the opposite according
to the MP2 or CCSD(T) reference results. This confirms that
electron correlation is crucial for the investigated systems.
Furthermore, all DFT functionals fully reproduce the trend
of relative stabilities, which are continuously decreasing from
structures 1 to 6 according to Table 4. However, as already
noticed for the smaller cluster CHs"(H,), LDA+B underesti-
mates all binding energies. BLYP again slightly underestimates
all binding energies but performs better than LDA+B overall.
The PBE functional overestimates binding energies noticeably
and, furthermore, fails to reproduce structure 2, which is again
in line with earlier findings for this particular GGA functional.
Additionally, it is worth pointing out that in most structures
the moiety angle provided by PBE is too large. TPSS continues
to yield the best results in comparison to all other DFT
functionals tested concerning both structural parameters (not
shown here) and binding energies. It should be mentioned that
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Figure 4. Energetic minima of the CHs"(H,); complex. Note: the lines
are not intended to denote chemical bonds but only to guide the eye.

TPSS demonstrates the same tendency for binding energies as
the one observed for CHs™(Hy), namely, it tends to overestimate
“strongly bound complexes” by about 0.7—0.3 kcal/mol and to
underestimate “weakly bound complexes” by about 0.1—0.3
kcal/mol.

4.2. Larger Complexes: CHs"(Hy),, n = 3 and 4. Since
we have shown the capability of MP2 to provide good reference
values for both structures and binding energies in the cases of
CHs"(H,) and CHs"(H»),, we now assume that MP2 is able to
treat larger complexes properly as well. Again, we only display
some representative examples in Figures 4 and 5 where we
compile the stable structures for CHs"(H,); and CHs™(Hy),
complexes, respectively. Analogously to the CHst(H,), case,
most of the structures can be constructed using the sites that
were already found for CHs™(Hy) and CHs*(H,),; see Figures
1 and 3. So far we have not observed any new sites for
CHs"(H,)3, whereas a lot of such structures were generated by
the same protocol for the CHs™(H,); complex where more H,
molecules need to be hosted by the CHst core. We refer the
reader to the figures in order to appreciate the wealth of local
minima that arises when adding more and more solvating
molecules to the CHs' core molecule. For the CHs"(H,)3
complex, we performed the same analysis as in the n = 2 case,
except we omitted the coupled cluster computations, whereas
for the largest complex, only MP2, HF, and TPSS data are
shown; see Table 5.

All observations for the n = 3 and 4 complexes are rather
similar to the ones discussed in the case of CHs"(H»),. The
TPSS results are quite close to the reference values and again
the binding energies of “strongly bound complexes” are slightly
overpronounced while those of “weakly bound complexes” are
slightly underestimated. HF underestimates all binding energies
and yields again the wrong order of relative stabilities. As
observed before, LDA+B underestimates binding energies
dramatically, whereas PBE overestimates them and again cannot
reproduce all structures. BLYP also underestimates all binding
energies and we observed violations of the correct order of
relative stabilities in the CHs™(Hy)4 TPSS case. Still, it is again

Figure 5. Energetic minima of the CHs"(H,)s complex. Note: the lines
are not intended to denote chemical bonds but only to guide the eye.

TABLE 5: Binding Energies of CHs"(H,), in kcal/mol, n =
3, 4, Computed Using Various Methods

method 1 2 3 4 5 6
CHs"(Hy)s
MP2 —8.40 —-781 —625 —622 —456 —3.98
HF —4.07 —4.17 —3.08 —298 —1.70 —1.75
LDA+B —4.89 —4.40 —343 =316 —-2.06 —1.63
PBE —10.34 —-926 —7.70 —7.53 — —4.35
BLYP —7.44 —-6.69 —538 —506 —3.59 237
TPSS —8.94 —826 —658 —646 —440 —3.49
CHs"(Hy)s
MP2 —10.06 —9.72 —-9.53 —921 —8.02 —5.83
HF —4.95 —471 —453 —481 —332 —1.98
TPSS —9.45 —987 —9.66 —957 —822 —522

the TPSS functional that yields the best overall performance
within the realm of DFT and constitutes by far the best
compromise between accuracy and computational effort of all
methods considered here.

5. Conclusions and Outlook

Microsolvation of CHs™ by rather weakly interacting H,
molecules is expected to influence the intramolecular hydrogen
scrambling dynamics in the core of CHs™(H,), as function of
the number of solvent molecules n. This is a dynamical
phenomenon taking place on a high-dimensional rugged po-
tential energy surface that is characterized by many quasi-
degenerate minima and a wealth of low-lying transition states
interconnecting them. In the present investigation we have fairly
systematically studied the structures and energetics of CHs*(Hy),
from n = 1 up to n = 4 using a selection of wave-function-
based and density-based electronic structure methods with bare
CHs™" serving as a well-established reference. It has been shown
that MP2 calculations carried out with basis sets of aug-cc-
pVQZ or higher quality yield robust reference data when
compared to CCSD(T) calculations. For the latter, evidence is
provided that single-point calculations based on MP2 structures
lead to reliable reference data. With this approach, a large



Microsolvation of Protonated Methane

number of structures has been analyzed, which allowed us to
extract characteristic solvation motifs in terms of preferred
arrangements of the solvating Hy, molecules.

Furthermore, GGA and meta-GGA density functionals have
been checked against the MP2 reference data based on three
criteria (quality of structures, binding energies, and scrambling
barriers). It must be stressed beforehand that such very weakly
bound complexes featuring a multitude of close-lying minima
and saddle points on the energy scale of only 0.1—1 kcal/mol
(1) are a true challenge for density functional theory; it is noted
in passing that the HF approximation fails most badly in all
respects. It is found that two popular GGA functionals (BLYP
and PBE) and, in particular, the LDA+B combination that very
successfully describes bare CHs™ fail to describe its microsol-
vation. Surprisingly, the TPSS meta-GGA functional captures
most of the trends upon solvation, including their influence on
the hydrogen scrambling barrier in the CHs™ core, at a fraction
of the cost of the corresponding MP2 or CC calculations. Thus,
TPSS is a promising candidate to probe dynamical effects of
microsolvation on bare CHs™.
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